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Objective

® Use multi-agent concepts for consensus control of netvablidige scale
systems in the presence of channel noise.

Assumptions:

Subsystems are linear time invariant

Subsystems are identical and cooperate for a common goal
Subsystems exchange sensor data with each other

Undirected data exchange through weighted interconnmestio
Control is based on weighted feedback of sensor data
Subsystems are perturbed by noise in the communicatiomehan

Noise is Gaussian white
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System Model

Consider a networked control system of identical subsystem
ZCZ:AZCZ—I—BUZ, ZE{l,,N}
y; = C;

N

U = Kzaij(sij — i)
j=1

Sij = Y5 + Nij

x € R™ is the state vector

u € R™ is the control input

y € R" is the measurement data

s;; Is the sensor data received by nadeom nodej

n;; are independent Gaussian white noise with mean zero
CovarianceE{n; (t1)n} (t2)} = Q(t1 — t2)

a;; Is the connection weight between subsystémisd;

K is a gain matrix

System matricegl, B, andC' are constant.
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Connectivity

Interconnection is undirected and connection weight= a;,
anda;; = 0 for no interconnection.

D.;015 | —aiz  —aiz - —QIN
L L
L= | —a2 |2 a2 —as - —an | _ [T1L 12
- Loy Lo
| —an1 —anz2 —anz - Zj aNj |

For an undirected graph, the eigenvalued chatisfy

0=XA <A < A3 <--- <Ay <A =2max{d;} :2maXZaij
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Connectivity

Let1y_1 be a(/N — 1)-dimensional column vector of 1's. Then for the

transformationP

we have P 'LP=

Thus the eigenvalues @f,5 — 1 _1L12 are same as the positive eigenvalues of

the L matrix, i.e.,{ 2, A3, - - An }.
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Definition

® Mean Square Consensubhe multiagent system is said to be have reached mean
square consensus if

lim; oo E{||z: — 2;||°} =0 forany i # j

l.e., the subsystem trajectory will track that of the lead#h zero mean square error.

® Weak Mean Square Consensiisie multiagent system is said to have reached weak
mean square consensus if

lim; oo E{||z: — x;||°} =€ forany i#j

l.e., subsystem state will be only withinneighborhood of that of the leader.

® Collective Weak Mean Square Consenstise multiagent system is said to have
reached collective weak mean square consensus if

lim¢— o0 E{er\il Hx’& - :Ej”2} =& for anyj
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Main Result

Theorem. Suppose the multiagent subsystesn B, C'} is controllable and
observable, andi is stable. Denote* as the the upper bound of the eigenvalues
of the connectivity submatriks> — 1 5_1L12. Then there exists a gain matrix
such that A — \* BK () is negative definite, and the networked multiagent
system is collectively weakly mean square consensusabldhe leader-follower
state error converges to the bound

lim B |lzi(t) — @, ()> — =, foranyk
Y2

whereq = s Trace{ H ® BKQKT BT}, H is a diagonal matrix with
hii = Zj a,?j + Zj a’%j’ andy; = 72 (K) > 0.
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Proof

Take the first subsystem as the leader. Define the state disag(eement)
between subsysteimand the leader

T, =x; —x1, 2<i1<N
Define

&=[ts 25 ... an]¥

Then the error dynamics can be described by
T=[InN_1®A) = (Las —1n_1L12) ® BKC)]& + (In_1 @ BK) 1

where the noise process(t) = n;(t) — n1 ().
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Proof...

Rewrite the above equation as an Ito stochastic differesduaation:

A

di = Az dt + BdW
where A =[(In_1® A) — (Laz —In_1L12) ® BKC)]
B = (In-1 ® BK)
w=lwowe oown]
where

E{W({t)}=0

E{W(t) =W (r)(W(t) = W(r)"} = (t —7)Q,

Q=H®Q

H = diagonal h;; = Z afj + Z a%j,
j j

where( is the covariance matrix of the processg&),: = 1,2, --- N, which are
iIndependent and have the same covariance matrix.

Zl TEMPLE

—— UNIVERSITY"




Proof...

Consider the procedd/(t),t > 0} defined by

V(r) = V() = 5 la)*

Using Ito’s lemma

A

dv(t) = (2" Az + q) dt + 3" BdW

where
g = %Trace(BQBT) — %Trace(H ® BKQK"'B")

Integrating over0, t) and taking expectation,
t
EV(t)=EV(0)+ E / (2" Az) + q) dr
0

Note thatd = (In_1 ® A) — (Laz — In_1L12) ® BKC.
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Proof...

Choose the gain matrik so thatA is negative definite with the bounds:

—y||2|]* < 2 Az < —2|2)?, V1,772 > 0
then
EV(t) < = 4 (EV(0) — =L )22
272 272
This shows that as — oo,
EV(t) —» L
2’)/2
lim E||z(t)|]> — L
t— o0 ’yQ
: () 2 49
lim B3 () = @) = 2

1

The expected state error between the leader and the folkygeEm converges to a certain
limit.
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Proof...

It can be showhthat the eigenvalues of = [(In_1 ® A) — (La2 — 1n—1L12) @ BKC)]
are same as thosedf— \,BKC,i1=2,3,--- N,
where); > 0 are the eigenvalues @fzo, With 0 < Ao < Az < -+ < Ay < A\*.

Assume the systeA, B, C'} is controllable and observable, adds stable. Then there
exists ak = £ so that for arbitrary € R™
zT(A— BKQC)z < —61||z||°, 61 >0

2T Az < —8)|z||?, 62>0
T )\@' )\i 2 2
= 2 (A= NBEC)z < —($501+ (1= $)82) 2] = =l
This shows thati is negative definite for a suitably chos&n

1C.Q. Ma and J.F. Zhang, “Necessary and Sufficient Condifimn€onsensusability of Linear
Multi-Agent Systems"”|EEE Trans. on Automatic Contrdlol. 55, 2010, pp. 1263-1268.
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Controller Design

® The controllerK is designed so that
A=[In_1®A) — (Laz — In_1L12) ® BKC)] is stable, which in turn is
equivalent to findingx so thatA — \* BK (' is stable. For this purpose, one can use
any of the known methods of feedback design of time invalsgstems.

® The state error converges only to the lidiity .. E||Z(t)]|* — ., Where

q= %Trace(éQéT) = %Trace(H ® BKQK'B")
2T Az < -y (K)|27,

Note the gain matriX¥< in both the numerator and the denominator of the consensus
error limit. This means that a larger value@fdoes not necessarily mean a smaller
CONSEeNsus error.

® A larger value ofK implies largerys, i.e., faster convergence, but at the same time a
larger consensus error due to larger

® There is a trade-off between rate of convergence and consensor.
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Remarks

® Requires the controllability and observability of the sys{ A, B, C'} to guarantee the
existence of the gain matrikx.

® The system matrixl is assumed negative semidefinite. This is also necessamyaro
practical point of view since each subsystem is expecteg@éoate as a standalone
system or in the network in cooperation of other subsystems.

® In case the system evolves in a noise free environmentyi-e.(), the state error
between any pair of subsystem to zero.

® |n case the connection strength is same for any pair of stdrsgs one can prove that
the mean square state error between any pair of subsystemsoaiverges to a small
bound.
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Controller Resilience

The network connectivity matriX.s is an integral component of this matrix.

Since the network connectivity can change because of adatlie question is whethé¢
would maintain stability.

Our proof only requires the upper bound of the eigenvaludseof— 1n_1 L12. This leads
to the invariance of the controller under different faulbhddions. This is shown next.
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Link Failure

Graph Laplacian for the network is given by:

>_je1j | —ai2  —ai3 -+ —aIN
7 — | e | 2ja2  —az - —aaN
| —an1 | —an2  —an3 - D aNj |

If the communication link between nodesandn fails, we setu,,, = anm = 0.
Thusd,, = Zj an; Will be smaller than their corresponding pre-fault values,
however all eigenvalues df of faulted system remain bounded by the same pre-fdult

0=XM <M <M <. <A < QmiaX{a,{j} <\ = QmiaXZaij
j
f
(A= MNBKC)z < —(2£61 + (1 — 55)8) |22 < 0 foralli =2,3,--- N
Thus the pre-fault controller remains a valid controllartfte post-fault system.
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Node Failure

Suppose the subsysténfails. Then we set;, = ax; = 0 for all <.

dl —ai2 —aiz -+ 0 - —a1n
—as1 df2 —as3 -+ 0 -+ —agn
Ly =
0 0 0 0 0 0
—an1 —an2 —ans - 0 - diy ]

The degreeig of nodez of the failed system will be bounded by that of the pre-faysiteam
dfé = Za’ij < Za’ij =dy
7k J
and {A] =0,A3 =0 < A5 <Ay <o <A} <A

Note that there are now two zeros in the set of eigenvalues.
The pre-fault controller maintains stability of the poatiht system.
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Example

L
Yi = [O 1}

N
up =K Y aij(si; — yi)
j=1

Sij = Yj T Nij

wheren;; is a Gaussian white noise with mean zero and covariarice 0.1.

o TEMPLE

——8 UNIVERSITY"




Network Topology

1.2 —05 —0.7 0
~0.5 15 —06 -0.4
0.7 —0.6 21 —0.8

0 04 -08 1.2

which has the eigenvalués= {0, 1.1906, 1.9821,2.8273}, and\™ = 4.2.
For the gain, we chooskE = 0.5.
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Example — Consensus
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Ensemble average of system statandov;

ol TEMPLE

——8 UNIVERSITY"



Example — Consensus

0 10 20 30 40 50
Time

Ensemble average of enerjy(t)
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Link Failure
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Ensemble average of system statandwv; with link (2,3) failed
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Example — Link Failure

0 50 100 150
Time

Link (2,3) failed att = 50 and recovered at= 100. A link failure has two
contradicting effects: 1) Less noise enters the system alaliging effect, and 2)
Loss of sensor signal for control — a destabilizing effedte fiet result is a loss of
system performance in the sense of a larger consensus error.
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Node Failure
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Ensemble average of system stateandv; with Node 4 failed

Here node failure is assumed to be failure of its controlesysand loss of all
sensor signal for other subsystems.
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Node Failure

0 10 20 30 40 50
Time

Ensemble average of enerfjy(t) with node 4 failed
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Node Failure

1.8
1.6j
1.4j

1.2

E{v(t)}

0.87

0.6 i
0_4\ f
0.21 - J

0 50 100 150
Time

Node 4 failed at = 50 and recovered at= 100. Since the system without a
controller is oscillatory, it remained in that state leaylin a large consensus error.
Normal performance was resumed after the controller wascdd
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Conclusions

Multiagent concept has been used for consensus controledrlisystems.
The overall system consists of an interconnection of maesgtidal subsystems.
Connectivity between subsystems is undirected with ndactmiinterconnection weights.

The overall system evolves in a noisy environment with clehnoise.

o o000

Collective consensus is achieved in the weak mean squase,3an, subsystems collectively track
the leader state only within a small bound. This is expecietesthe system is noisy.

°

The controller is resilient to communication or subsystaitufes in the sense that it maintains
collective stability of the interconnected system.
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Thank you!
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